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Simulation of 100-300 GHz Solid-State
Harmonic Sources
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Abstract—Accurate and efficient simulations of the large-signal
time-dependent characteristics of second-harmonic Transferred
Electron Oscillators (TEO’s) and Heterostructure Barrier Var-
actor (HBV) frequency triplers have been obtained. This is
accomplished by using a novel and efficient harmonic-balance
circuit analysis technique which facilitates the integration of
physics-based hydrodynamic device simulators. The integrated
hydrodynamic device/harmonic-balance circuit simulators allow
TEO and HBYV circuits to be co-designed from both a device and
a circuit point of view. Comparisons have been made with pub-
lished experimental data for both TEOQ’s and HBV’s, For TEO’s,
excellent correlation has been obtained at 140 GHz and 188 GHz
in second-harmonic operation. Excellent correlation has also been
obtained for HBV frequency triplers operating near 200 GHz.
For HBV’s, both a lumped quasi-static equivalent circuit model
and the hydrodynamic device simulator have been linked to the
harmonic-balance circuit simulator. This comparison illustrates
the importance of representing active devices with physics-based
numerical device models rather than analytical device models.

1. INTRODUCTION

HE design of diode sources operating in the 100-300

GHz range requires an efficient computer-aided design
tool to calculate and optimize the power at all harmonics as a
function of the device characteristics, embedding impedances
of the circuit, and device packaging parameters. In order to
accurately model the interactions between the active nonlinear
device and the embedding circuit, a harmonic-balance circuit
analysis is required. Similarly, to accurately calculate the large-
signal time-dependent characteristics of the active device, a
numerical hydrodynamic simulation of the electron transport in
the device should be used. Commercially available harmonic-
balance codes do not utilize a hydrodynamic treatment of
the device due to the complexity of combining the two
solution algorithms. Instead, a lumped quasi-static equivalent
circuit analysis of the nonlinear device is typically employed
to simplify the algorithm and aid in convergence. At high
frequencies, however, accurately simulating the large-signal
nonstationary high frequency dynamics of the electron trans-
port via a hydrodynamic analysis is crucial; in the case of
Transferred Electron Devices (TED’s), it is the only means
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for accurately describing the large-signal dynamics of TED
operation.

In this paper, we describe the simulation of 100-300 GHz
harmonic sources using a novel harmonic-balance circuit anal-
ysis algorithm linked to hydrodynamic device simulators. In
particular, we investigate second-harmonic Transferred Elec-
tron Oscillators (TEO’s) and odd harmonic Heterostructure
Barrier Varactor (HBV) frequency triplers. To facilitate the
analysis, large-signal time-dependent numerical device simu-
lators, with excellent computational speed and convergence
properties, have been developed for GaAs and InP TED’s
[1], [2], as well as GaAs/InGaAs/AlGaAs on GaAs, In-
GaAs/InAlAs on InP, and InGaAs/InP on InP HBV’s [3], [4].
The device simulations are based on numerical solutions of
the first two moments of the Boltzmann Transport Equation
coupled to Poisson’s equation. For the TEO simulations, a
detailed thermal analysis incorporating the chip and package
parameters is included in the electron transport calculations.
The harmonic-balance algorithm is a novel fixed-point voltage
update scheme that allows the use of hydrodynamic device
simulators in the large-signal analysis of nonlinear circuits [5].

II. HARMONIC-BALANCE CIRCUIT ANALYSIS TECHNIQUE

The novel harmonic-balance circuit analysis technique em-
ployed here is derived from the robust multiple-reflection
algorithm {5], [6]. The time-domain current through the de-
vice active region is calculated by a hydrodynamic device
simulator, for one period, as described separately in the
next two sections for TED’s and HBV’s. The harmonic
components of the current are extracted, using a discrete
fourier transform, from the time-domain current waveforms
produced by the hydrodynamic device simulators. The number
of harmonics included in the analysis has been limited such
that the chosen harmonics accurately reproduce all time-
domain current waveforms being considered; for the HBV
tripler simulations, thirteen harmonics have been considered,
while six harmonics are considered for the TEO simulations.
A fixed-point iterative expression [S] is then used to update
the total voltage applied directly across the active region of
the device in terms of the embedding impedances of the
circuit, the harmonic components of the device current, and the
harmonic components of the voltage from previous iterations.
This iterative process continues until the harmonic components
of the voltage converge to their steady-state values; intrinsic
device impedances and output powers are calculated, at the
harmonics of interest, once convergence is achieved. Complex
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Fig. 1. Schematic representation of the integrated hydrodynamic device/harmonic-balance circuit solution algorithm.

frequency-dependent parasitic impedances, external to the
active region of the device and similar to those of reference
[6], are included in the analysis as additional contributions to
the linear device embedding circuit. The power generated at
each harmonic is, thus, calculated from

_ Re(Za+ Z,)IIP
_ FLME

where Z; and Z, are the harmonic device and parasitic
impedances, respectively, and [ is the total device current at a
given harmonic. The entire hydrodynamic device/harmonic-
balance circuit solution algorithm is shown schematically
in Fig. 1. Again, the hydrodynamic device simulation block
shown in this figure will be discussed separately for TEDs and
HBVs as it is a device-specific portion of the entire analysis
technique.

P (1

The novelty in the harmonic-balance algorithm utilized here
is that, in deriving the fixed-point iterative voltage update
expression, we use a priori knowledge, from Kirchhoff’s
voltage law, that the nonlinear device impedance (intrin-
sic device impedance plus parasitic device impedance) will
equal the negative of the linear circuit impedance (embedding
impedance) for each of the undriven harmonics in the steady
state. This approach eliminates the computationally inten-
sive and potentially unstable Runge-Kutta numerical time-
integration necessary in the original multiple-reflection al-
gorithm [6], and automatically calculates complex under-
relaxation parameters for each harmonic component of the
fixed-point iterative voltage update equation. More impor-
tantly, this approach explicitly provides the voltage applied
across the active region of the device, facilitating the efficient
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incorporation of physics-based numerical device models. In
order to increase the computational speed and convergence
properties of the harmonic-balance circuit analysis, a Stef-
fenson numerical acceleration scheme for iterative equations,
adopted from the secant methods of numerical analysis [7],
is also utilized. Overall, a convergence rate nearly that of
Newton-type methods is achieved, while the arduous tasks
of constructing Jacobian matrices and solving large linear
systems are avoided.

III. SECOND-HARMONIC TRANSFERRED
ELECTRON OSCILLATOR SIMULATION

A. Simulation Technique

The TED simulator used here is a modified version of a
previously described simulation program [1], [2]. The hydro-
dynamic equations governing TED electron transport are the
one dimensional continuity equation, the temperature depen-
dent drift/diffusion equation, and Poisson’s equation

an(z,t)  10J,(z,t)

5t g o0z @
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where n,q, and J, are the electron concentration, electron
charge, and electron particle current density, respectively. In
(), &, 4, D, DT and T are the electric field, temperature- and
field-dependent mobility and diffusivity, thermal diffusivity,
and lattice temperature (assumed to be the same as the
electron temperature), respectively. In (3), 1 is the electrostatic
potential, ¢ is the dielectric permittivity of the device material,
and Np is the donor impurity concentration. These equations
are discretized and solved using the half implicit Crank-
Nicolson technique [8]. The lattice temperature in the device
is sequentially calculated from a closed form solution to the
heat equation for the packaged diode, where the heat generated
in each region is determined from the fourier decomposed DC
component of the device current [2]. The electron dynamics
are more accurately simulated using temperature- and field-
dependent mobility and diffusivity values that have been
extracted from three-valley Monte Carlo simulations. Ohmic
and fluid outflow boundary conditions are used at the cathode
and anode of the device, respectively. The total device current
is determined by

I =—

I Jo
where A and [ are the area and length of the device active
region, respectively.

As indicated in Fig. 1, the fundamental operating frequency,
DC bias, doping profile, and chip characteristics are adjustable

&)

inputs to the hydrodynamic device simulator; simulator outputs
include time-domain voltage and current waveforms, electric
field and electron concentration profiles versus time and po-
sition, and the temperature profile throughout the packaged
device. The ac driving voltage is allowed to sweep over a
range where peak power and stability are anticipated limiting
optimization to the DC and fundamental driving voltages.

B. Results and Discussion

To demonstrate correlation between simulated and exper-
imental results, comparisons have been made with the pub-
lished experimental data of Rydberg [9] and Crowley et al.
[10]. The InP TEO of reference [9] has a 1.1-um active region,
an active region doping profile graded from 1.4 x10%6 cm=2 at
the cathode to 1.6 x 1016 cm ™3 at the anode, and a 40-50 um
mesa diameter. Fig. 2 shows a surface contour of the simulated
power generation versus circuit impedance for a domain of
second-harmonic (188 GHz) circuit impedances in the range
1550 < Ry € 10559 and 0.0 < X5 < 10.09. Because
the device is typically capacitive, only positive reactances
have been considered. Six harmonics have been considered,
and the circuit impedances of the higher harmonics (3rd—6th)
have been set to 0.001 Q for both the resistive and reactive
components. Peak power generation of 6.4 mW is predicted
for fundamental and second-harmonic circuit impedances of
Z$kt = 0.8 + j6.6Q and Z§** = 2.3 + j3.0Q, respectively.
Power generation of about 2 mW is expected for second-
harmonic circuit impedances as large as Z§*¥* = 10 + 510 (2.
Experimentally, Rydberg has demonstrated ~5 mW of gener-
ated power at 188 GHz in second-harmonic operation. Fig. 3
shows the simulated time-domain voltage waveform, as well
as the particle, displacement, and total current waveforms
for this device operating under peak second-harmonic power
generation conditions. The associated electron concentration
profiles for this device are shown in Fig. 4. Snapshots of the
electron concentration are given in increments of one fifth of
the fundamental period. As expected for n*-n-n™" type TED’s
at these frequencies, this device operates in an accumulation
mode with the charge instabilities nucleating about 0.5 um
from the cathode. As the impressed voltage rises, accumulation
layers form and reduce the total current; a phase shift is thus
introduced between the total current and the voltage such
that power generation is possible. The calculated temperature
profile across the active region of this device increases from
412 K at the cathode to 443 K at the anode.

The n-n™ TEO of reference [10] has a 1.8-pm active region
doped at 1.1 x 10*®cm™3, and a 60 um mesa diameter.
At a fundamental frequency of 70 GHz and a DC bias of
9.0 V, the simulations predict peak power and stability for
Vae = 7.8 V. This yields a fundamental circuit impedance
of Z§F = 0.3 + j11.7Q. Since the fundamental frequency is
cutoff and no power is generated or dissipated, the fundamental
impedance is essentially reactive plus some small parasitic
resistance. It is important to note that by reducing the total
device chip thickness to 10 pm, the fundamental parasitic
device resistance has been reduced to about 0.2 Q [10]. The
optimal second-harmonic circuit impedance is found to be
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TABLE 1
COMPARISON BETWEEN EXPERIMENT AND SIMULATION FOR DEVICES OF {9] AND {10] UNDER SECOND-HARMONIC OPERATION

Second-Harmonic
Frequency (GHz)

Device Vpc (V)

Power

Z5(Q) (mW)

Inc (mA) n (%)

Fig. 2. Second-harmonic (188 GHz) power versus second-harmonic circuit
impedances for the device of [9] with Vpg = 4.0 V,V,c = 2.0 V, and
Zgkt = 0.8 + j6.6(Q. Higher harmonic (n > 3) resistive and reactive
components are set to 0.001 €.
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Fig. 3. Simulated voltage and current waveforms for the TED of [9] under

second-harmonic operation.

ZgM = 4.7 + §6.09 yielding about 40 mW of generated
power. Excellent load pulling characteristics are anticipated
with - this device since the second-harmonic component of
the current waveform originates from the response of the
nonlinear device to a large fundamental voltage. The simulated
temperature for this device is 369 K at the cathode and 398
K at the anode. Overall, Table I shows comparisons of the
experimental and simulated results for both devices under
second-harmonic operation. Excellent correlation is observed
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Fig. 4. Simulated second-harmonic (188 GHz) TED electron concentration
versus time and position for the device of [9].

for both TEO circuits operating in second-harmonic mode,
and similar results have been obtained from comparisons with
reference [9] under third-harmonic (282 GHz) operation.

IV. HETEROSTRUCTURE BARRIER VARACTOR SIMULATION

A. Simulation Technique

The HBV simulator [3], [4] combines electron transport
through the heterostructure bulk with electron transport across
the abrupt heterointerfaces in a fully self-consistent manner.
Carrier transport through the bulk regions of an HBV is
described by the following set of one-dimensional, first-order
coupled nonlinear differential equations for electrons

on(z,t) _ 10J,(z,t)

ot 7 oz ' : ©)
_ Erp(@n(z,t) 0. (2,1)
Jn(ﬂ?, t) = p— (x) o , )
D(z, ) = () 20, ®)
and
oD
%2 = —q[n(x,t) = Np(2)], ©
where

n(@,6) = Niser €XP |2 ($(2,) + Va() = pn(2,1))].
10
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J,. is the electron particle current density, n is the electron
concentration, ¢,, is the electron quasi-Fermi potential, ¢ is
the electrostatic potential, DD is the electric displacement, k
is Boltzmann’s constant, ¢ is the electron charge, T is the
absolute temperature, n; o¢ is the intrinsic electron density in
the reference material (GaAs or InP), and V,,, 7,, m*, Np, and
€ are the spatially-dependent alloy potential [11], momentum
relaxation time, electron conductivity effective mass, donor
impurity concentration, and dielectric permittivity, respec-
tively. Electron transport across the abrupt heterointerfaces of
an HBYV is described by a set of one-dimensional nonlinear
electron particle current density equations which take into
account thermionic emission and thermionic-field emission of
carriers over and through the abrupt barrier [12]. Regardless
of bias polarity, one of the two heterointerfaces in a single
barrier HBV is biased above flat-band; to account for this, we
have utilized the semiconductor-semiconductor heterointerface
analog [3], [4] to the boundary constraint of Adams and Tang
[13], [14] for metal-semiconductor interfaces at high forward
bias.

The simulation technique employed for HBVs differs
slightly from that outlined for TED’s. In particular, Poisson’s
equation is reduced to two first-order differential equations ((8)
and (9) instead of (4)), and the state variable set J,, ¢n, 0,
and D is utilized instead of J,,n, and . This solution
approach facilitates the accurate and efficient simulation of
electron transport through the heterostructure bulk combined
with electron transport across the abrupt heterointerfaces
[12]. Overall, the carrier transport equations are solved, in
the three regions (one barrier and two modulation) of the
device, at a given bias value, and subject to the heterointerface
constraints and ideal ohmic contact boundary constraints, via
the coupled equation Newton-Raphson method. As indicated
in Fig. 1, HBV alloy composition and doping profiles, and chip
geometry are adjustable inputs to the hydrodynamic device
simulator; simulator outputs include time-domain voltage and
current waveforms, particle and displacement components
of the total device current, and electric field and electron
concentration profiles versus time and position.

B. Results and Discussion

Excellent correlation has been obtained between the HBV
hydrodynamic device simulator and experimental DC I-V
and static C-V characteristics. Fig. 5 shows the experimental
DC I-V and static C-V characteristics of the Choudhury
et al. whisker-contacted single barrier GaAs/AlGaAs HBV’s
[15]; also shown in this figure are simulated characteristics
from the HBV hydrodynamic device simulator and curve-
fits to the simulated characteristics. The Choudhury er al.
devices have active regions consisting of 213 A intrinsic
Alg 7Gag 3As barrers surrounded by 53 A intrinsic GaAs
spacer layers and 5330 A n-type (1 x 10" cm™®) GaAs
modulation layers. The measured parasitic resistance of 7.0
() has been utilized in calculating the simulated and curve-fit
DC I-V and static C~V characteristics. The slight asymmetry
evident in the experimental Choudhury et al. data has been
modelled via a slight asymmetry in the modulation layer
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Fig. 5. Experimental, simulated, and curve-fit DC I-V and static C-V
characteristics for the single barrier GaAs/Al, ~Gao 3As HBV's of [15].

doping concentrations; one side of the device is assumed
to have a doping concentration of 1.0 x 10*7 cm™2, while
the other side is assumed to have a doping concentration of
1.125 x 107 cm™3. The simulated C-V characteristics have
been obtained by calculating the change in charge with respect
to the change in applied bias, for sufficiently small bias steps,
on the depletion or accumulation side of the device.

For comparison purposes, the harmonic-balance circuit anal-
ysis technique has been combined with both the HBV hydro-
dynamic device simulator and a simple quasi-static analytical
HBYV device model derived from the HBV hydrodynamic de-
vice simulator. The quasi-static analytical HBV device model
utilizes curve fits to the device DC I-V and static C-V char-
acteristics as obtained from the HBV hydrodynamic device
simulator so that the total device current as an instantaneous
function of bias i(V'(¢)) is '

av

V(1)) = Too(V() + CseaieVE) Gy (L)

Both HBV harmonic-balance simulation approaches have
been compared to the Choudhury ez al. experimental results
for a GaAs/AlGaAs HBV frequency tripler operating near 200
GHz. The device parasitic impedances have been calculated,
similar to reference [6], using estimated chip parameters
(ohmic contact resistivities of 2 x 1076 Q cm?, substrate thick-
ness of 4 mil, and square chip side lengths of 250 zm) and the
mesa parameters given in [L5] for the n* epitaxial layers exter-
nal to the active region. The calculated DC parasitic resistance
of 7.07  compares favorably with the measured value of 7.0
Q quoted in reference [15]. The calculated fundamental and
third-harmonic parasitic impedances are 8.01 + j0.99 (2 and
8.73 + §1.72Q, respectively. At the incident pump powers
of interest, near-optimum fundamental and third harmonic
circuit impedances have been estimated from {15] for a device
parasitic resistance of 7.0 €. For simulation purposes, the
remaining circuit impedances have been set to short-circuit
impedances of 0.001 + 40.0 €2.

The steady-state time-domain voltage and current wave-
forms, obtained from both simulation approaches for a 64
GHz, 20 mW incident pump signal, are compared in Fig. 6.
The associated electron concentration profiles, obtained from
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Fig. 6. Simulated steady-state harmonic-balance voltage and current wave-
forms, for the single barrier GaAs/Al; . Gag 3As HBV’s of [15], obtained
using both analytical and hydrodynamic device models. Incident pump power
is 20 mW at a pump frequency of 64 GHz.

the hydrodynamic device simulator for half of a steady-state
LO cycle and over the depletion side of the device, are
shown in Fig. 7. The electron concentration snapshots are
taken at increments of one fortieth of the fundamental pe-
riod. The fundamental and third-harmonic circuit impedances
used to obtain these results are Z§f¥* = 13.0 + j75.0Q
and Z§M = 14.0 + j25.75Q, respectively. Although the
two sets of voltage and current waveforms have the same
general shape, the sharpness, magnitudes, and phases of the
waveforms differ substantially. As a result, the predicted
absorbed power, third harmonic output power, and tripling
efficiency are substantially overestimated by the analytical
device/harmonic-balance circuit simulator. This can be seen
clearly in Fig. 8 which shows the experimental tripling effi-
ciency versus incident pump power for the Choudhury er al.
HBV’s, along with the results obtained from both harmonic-
balance simulation approaches. The simulated results given
in this figure are the maximum predicted efficiencies as
they change very little with small variations in the fun-
damental and third-harmonic circuit impedances estimated
from [15]. At an incident pump power of 20 mW, the an-
alytical device/harmonic-balance circuit simulator predicted
an absorbed power of 18,7 mW and a third-harmonic out-
put power of 3.24 mW (tripling efficiency of 17.4%) as
compared to an absorbed power of 19.2 mW and a third
harmonic output power of 1.69 mW (tripling efficiency of
8.77%) for the hydrodynamic device/harmonic-balance circuit
simulator. The intrinsic device efficiency was estimated in
[15] to be about 4.2%. From these results, it is apparent
that the time-dependent behavior of electrons in HBV’s is
not adequately accounted for using a simple analytical de-
vice model in conjunction with the harmonic-balance circuit
analysis. The dynamic high frequency nonstationary behav-
ior of the carriers is clearly modelled more accurately by
a full numerical device model incorporating hydrodynamic
transport equations. The use of the harmonic-balance circuit
analysis technique presented here facilitates such a modeling
approach.
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Fig. 7. Simulated electron concentration versus time and position over the
depletion side of the single barrier Ga.As/AIO +Gag.3As HBV’s of [15] for
half of a steady-state LO cycle. Incident pump power is 20 mW at a pump
frequency of 64 GHz. Electron concentration snapshots are taken at increments

of one fortieth of the fundamental period (approximately every 0.39 ps).
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Fig. 8. Experimental and simulated tripling efficiencies versus incident pump
power for the single barrier GaAs/ Al ;Gag 3As HBV’s of [15] subject to
64 GHz pump excitation.

V. CONCLUSION

In conclusion, accurate and efficient simulations of the
large-signal time-dependent characteristics of TEO and HBV
circuits have been obtained by combining a novel harmonic-
balance circuit analysis technique with physics-based hydro-
dynamic device simulators. For TEO’s, the use of a hy-
drodynamic device simulator is the only means for accu-
rately describing the large signal dynamics of TED operation.
Comparisons between our hydrodynamic device/harmonic-
balance circuit simulator has yielded excellent correlation
for InP TEO’s operating at 140 and 188 GHz. In the case
of HBV’s, where a simple lumped quasi-static equivalent
circuit of the diode can be developed, the dynamic high
frequency nonstationary behavior of carriers in the device is
not adequately modelled by such a device model. Instead,
improved correlation between experimental and simulated
results has been obtained using a hydrodynamic device model
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in conjunction with the harmonic-balance circuit analysis tech-
nique. The integrated hydrodynamic device/harmonic-balance
circuit analysis technique described here, therefore, allows
highly nonlinear circuits, such as TEO’s -and HBV’s, to
be co-designed from both a circuit and a device point of
view.
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